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Kuramoto Oscillator Systems

duj  (—1)¢ : .

— = sin2m(u; — u;)), i=1,...n
2k +1 / ’ ’

2K sk

@ Nonlinearly couples n phase oscillators, {u;}

@ k=1,2,...-nearest neighbors (under periodicity) are coupled.

@ Exhibits synchronization and other dynamical behavior
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Synchronization of Kuramoto

u;(t)
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e Random U(0,1) initial data

@ Converges to a “twisted” state
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Energetic Formulation

Energy
6_1)a+1
Elu] = —,— >, D, cos(2r(uj — uy)) (2)
7T ~
i JeN;
Gradient Flow
1
U = —WDUI.E[U], N; = Neighbors of i (3)
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Kuramoto
Twisted States

g-twisted states:

u(q):q-i/n, i=1,...,n (4)

1

for ge Z

o Exact, steady state, solutions

° °
o000

° °
aasa

@ Variety of stability properties depending on
coupling (attractive/repulsive), n, g,
i interaction range

o See Girnyk et al. (2012), Medvedev & Tang
(2015), others for stability studies
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Deriving the Continuum Limit

o Let V; = M(") include the k(" nearest neighbors
@ Assume k(”)/n =r, fixed, as n —
@ Piecewise constant Galerkin fomrulation:

n
un(X7 t) = Z 1(X,’,1,X,‘] u[”(t) (5)
i=1
o At x e (X,',l,X,']

il « . n n
=SS s s
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Generalized Continuum Limit

o Withu: /9 xRt - R,

= (e + | KOSy
Klu]

@ Interaction kernel K satisfying bounded /intergrability conditions:
ess supy [K(x,#) |2 < 0, esssup, [K(s,y)|z <0 (8)
o Nonlinear coupling S satisfying Lipschitz/linear growth conditions:

| < As + Bs(|u] + |v]), (92)
|S(u,v) — S(, v')| < Ls(lu—=d|+|v—=V)). (9b)

@ Similar assumptions on f
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N LR "o DiTsions

Generalized Continuum Limit, Continued

Assume
e f=0
o K(x,y) = K(y,x)
® S(u,v) = (—1)*sin(2m(v — u))
then this flow is also a gradient flow
Oru = —D,E[u]
with

1+a
Jf X y cos(2m(u(x) — u(y)))dxdy

Generalizes to other S and f # 0
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Nomenclature — Nonlocal Diffusion

@ For the discrete model, with kK =1,
af = (=1)* [sin(2m(ufly; — uf)) + sin(2m(u_y — uf'))] (12)

@ As n— o0, expect ujl | — u]' to be small:

0f ~ 2w (=) [(ufyy — uf) + (uf_y — u]))]
—2u! + ul 4
Ax?

n
~ 2m(—1)*Ax? fit1 (13)

~ 21 (—1)“Ax? Uy
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Doublewell

@ Gradient descent with additive noise:
dX; = —VV(X;)dt + V/2edB; (14)

o Consider the case that V = (x> — 1) in dimension one
1.5
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e “Switching” between metastable regions (basins of attraction of V) —
expect similar behavior in Kuramoto systems
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Shaleeclica
Challenges & Goals

@ Develop a well-posedness theory for the equation with additive noise:

du — F(t, u)dt + JK(X,y)S(u(X),u(y))dy dt +dw@  (15)

>

Klu]

where W is a Q-Weiner process
@ Develop a suitable convergent numerical method
@ Address metastability in the problem
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Well-Posedness

Notion of Solutions and Noise

o Working over the Hilbert space H = L?(/9), we define a predictable
process u is said to be a mild solution to the IVP if

=&+ ft f(s,u(s))ds
f f x,y)5(u(x,s), u(y,s))dydt (16)

+ WQ(t)

for all t € [0, T], a.s., with

P (LT lu(t)|Pdt < oo) 1 (17)

@ The noise process, W, is a Q-Weiner process, where
W(t) ~ N(0,tQ), Q a positive definite, self-adjoint, trace class
operator (Q # 1)
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Main Result

Theorem

Under the assumptions on f, K, and S, for any £ € LP(2; H), p = 2, there
exists a T > 0 and a unique mild solution such that

llul

p.T < C(L+I€llp) (18)
where C = C(T), but is independent of §.

Norms

o [igll = Efl¢lz 1P

o [lulllp,T = esssup.<rflu(t)llp
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Well-Posedness

Corollaries and Remarks on Proof

Corollary

Under the same assumptions as above, we have continuous dependence
upon the data, and Hélder-% continuity in the || o ||, norm.

@ Proof is standard, by Banach fixed point method

@ NOTE: There is no linear term in this problem; no linear semigroup
to provide smoothing a la stochastic heat equations:

du = Audt + f(u)dt + dW

Medvedev, Simpson (Drexel) Diffusions — MCM2023 June 28, 2023 15/31



Discretization and Convergence [N

Semidiscrete Formulation (d = 1)

Letting
u"(t,x) = D uf (OXF(x),  XP(X) = Lig_y ]

the {u} solve

dul’ = {f(t, uf) + Dx Y KPS (uf, uj")} dt + dW”
J

where

KP, = Ax~2 f f K, y)x2 ()X (y )y,
W) = Bx (W, ). X0

]
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Discretization and Convergence [N

Semidiscrete Convergence Result

Lemma

n 1
lu— "l < 10— Pa)gl + 10— POYK] 2gsarcsay + (1 = Pa) W], 7

Theorem

Under the additional assumption that S is a strictly bounded, with
u(t=0)=geL?

i [Ju— u"||2,r =0 (23)

@ To obtain any sort of rate of convergence, it is necessary to specify
additional information, particularly about W
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ST
Lipschitz Spaces

Definition
For ¢ € LP(I°),se N, p>1,
wp(,6) = ‘ZUP(S |p(e + h) — d(®)| ez sy 6> 0,
<

(24)
I; ={xeR°: x+ hel®},

is called the LP-modulus of continuity of ¢. For a € (0, 1], the Lipschitz
space Lip (o, LP(/%)) is defined as follows

Lip (a, LP(1%)) = {$p € LP(I°) : 3C > 0: wy(¢,8) < C6°},
|6l p.o = limsup 6~ wp (¢, 9). (25)
0—0
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Discretization and Convergence [N

Convergence with Rates

Theorem

Let Ay be the eigenvalues of Q with eigenvectors e.
Let g € Lip (a, L2(I)) and K € Lip (5, L2(I2)) for some «, 3 € (0,1]. Then

llu = ullpr < 0=+ 077

k=m+1

m )
+ ,LI’QI; {kzzl )\kwg(ek, n—1)2 + 2 )\k} (26)

_/

V(nQ)

NOTE: Need to specify details on covariance @ to obtain a rate
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Discretization and Convergence [N

Convergence with Rates, Continued

o Let )
>\~
Q—<‘wﬂ
with Dirichlet boundary conditions on (0, 1)
o e = \/2sin(kmx) and A\, = (wk)~?
e Claim:

W(n) < n~Y?

and

llu—u"lp7 < n @+ n?+ 712
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Fully Discrete
Fully Discrete Formulation (d = 1)

o Let u™* be the approximation of u"(t)

U™ = UMK (b, o™ ) At + KT [umK] AL+ AWK (30)
@ The Gaussian process increment corresponds to

AW = PTY(W (thyr) — W(t)) = WP —wmk (31)
o We analyze the error as:

A = lu(t) = u™l2 < [Ju(ti) = u¥flz + || u* — u™*

2 (32)

v g
EAI; EAQ"k
e AKis the error due to the time step error

° Aﬁ’k is the error due to, only, the spatial error of the time discretized
problem
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Discretization and Convergence Fully Discrete

Fully Discrete Convergence Result

Theorem

Under the same assumptions as those for the semidiscrete problem

max | u(te) - " la S+ 0P +W(n) + VAL

@ The error due to spatial discretization is uniform over all At small
enough

e The O(+/At) error is the strong error of Euler-Maruyama on a
Banach space valued SDE

@ We can improve this to O(At)

Medvedev, Simpson (Drexel) Diffusions — MCM2023 June 28, 2023

22/31



L e
Test Problem Setup

e f=0
o S =sin2r(u—v))
@ For K with r = 0.3

Ar={(x,y) € [0,1] | min{|x — y[,1 =[x — y|} < r}
K(va) = ]-Ar(va)

o Take Q = (—d?/dx?)~%/2 with periodic boundary conditions, and vary
s>1

e Initial condition is up = x(1 — x)
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Test Problem
Test Problem Setup, Continued

@ Compare against a reference solution at T = 10
MSE = E[[tret(T) — uax,ae(T)|?]

—(s-1)
<n 24ty n2 s+ 3 (33)
n“logn s=3

e For rough noise (small s), this is dominated by n=(s=1)

e For sufficiently smooth noise, s > 2, this is dominated by n~! from
the Galerkin approximation of K (not quite)

@ Reference solution is computed with a Axef < Ax and/or At < At
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e
Fixed Spatial Discretization, Varying Time Step

s=15 s=2

® 2

107 z
g g
i e & /f
g0 g 10 ’
El s
z , E -
& g
c e P 4
8 g 10°°
= o ) = p
$ ol
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at at
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Sl
Fixed Time Step, Varying Spatial Discretization

s=15 s=2
107! ¢ - 3
5 L) 51072 [
o 9 o i
S 3
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s = 2.5 should be n™1, dominated by the projection error of K
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NI W SGERINENIEEN  Spatial Convergence

Improved Convergence

@ We analyzed the error term

n nr,.n 1 _
IK[u"] = K [u"l, < |1 = PE)K] 2, < 022
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NI W SGERINENIEEN  Spatial Convergence

Improved Convergence

@ We analyzed the error term

IK[u"] = K [u"l, < |1 = PE)K] 2, < 022
@ Instead, we could have looked at anistropic norms

IK[u") = K[, < [0 = PE)K] 30 < n 7t

@ This holds for set function type K(x,y) = 1a(x,y)
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Metastability in Kuramoto

Noise Driven Transition

t=10.00
10

0.8

0.6

u(, t)

0.2

0.0 : : : :
0.00 0.25 0.50 0.75 1.00
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String Method Analysis

n = 100, k = 15, attractive coupling

n=1:|VV(u)] =1.45017¢ — 15

1.00
0.75
= 0.50r
0.25}

0.00 -

0.00 0.25 0.50 0.75 1.00
x
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Remarks and Acknowledgements

Remarks

@ Stochastic continuum limit of Kuramoto is a well posed problem

@ We have formulated a convergence numerical method with strong
convergence depending on regularity of K and the noise process

@ Numerical experiments reveal noise induced transitions. Ongoing
efforts to study the problem by Freidlin-Wentzell and string method
and identify new stationary states (saddles)

@ Outstanding challenges:

@ Multiplicative noise

@ Space-time white noise?

© Expand class of interaction functions for O(At)
© Develop a refined framework for projection of K
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