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Many ML problems, including the training of (artificial) neu-
ral networks, can be described through the formulation of a
non-convex optimization problem such as

minimize u(θ) := E[U(θ,X0)],

where θ ∈ Rd and X0 is a random element with some unknown
probability law. One then needs to estimate a θ̂, more precisely
its law, such that the expected excess risk

E[u(θ̂)]− inf
θ∈Rd

u(θ)

is minimized.

Sotirios Sabanis 14th MCM 2023 (Paris)



Introduction Langevin-based Algorithms THϵO POULA Experiments discontinuity

This optimization problem can thus be decomposed into sub-
problems, one of which is a problem of sampling from the target
distribution πβ(θ) � exp(−βu(θ)) with β > 0.
In fact, one observes that if the n-th iterate of our favourite sam-
pling algorithm (with fixed step-size λ), say θλn , is used in place
of θ̂, then the expected excess risk can be estimated as follows

E
[
u
(
θλn

)]
−u⋆ = E

[
u
(
θλn

)]
− E [u (θ∞)]︸ ︷︷ ︸
T1

+E [u (θ∞)]− u⋆︸ ︷︷ ︸
T2

(1)

where u⋆ := infθ∈Rd u(θ).
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Description of ADAM framework

ADAM algorithm - 148401 citations! (29/06/2023)
Adam frameowrk - i.e. adaptive stochastic gradient methods can
be written as follows, for n ∈ N,

mn = ϕn(G1, · · · ,Gn),

Vn = ψn(G1, · · · ,Gn),

θn+1 = θn − λn
mn

ε+
√

V n
(2)

where Gi := G(θi ,Xi) is the stochastic gradient evaluated at
the i-th iteration, λn is the step size and all operations are ap-
plied element-wise.
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The Table below provides details of the different ϕn’s and ψn’s.

Table: Summary of stochastic optimization methods within the
general framework. Note that v̂n = max{v̂n−1, vn} is defined as
vn = (1 − β2)vn−1 + β2G2

n.

SGD RMSPROP ADAM AMSGRAD

ϕn := Gn Gn (1 − β1)
∑n

i=1 β
n−i
1 Gi (1 − β1)

∑n
i=1 β

n−i
1 Gi

ψn := In (1 − β2)diag(
∑n

i=1 β
n−i
2 G2

i ) (1 − β2)diag(
∑n

i=1 β
n−i
2 G2

i ) diag(v̂n)
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A new class of Langevin-based, adaptive stochastic optimizers

POLYGONAL UNADJUSTED LANGEVIN ALGORITHMS

is compared with ADAM and variants of ADAM

- in key ML/AI tasks (e.g. image classification) and shows superb
performance

- while full theoretical guarantees are provided for these new
Langevin-based algorithms’ convergent properties and non asymp-
totic error bounds.
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Link between sampling and optimization: OU example
In the general setting, one would like to sample from a target
distribution which is defined by

πβ(A) :=
∫

A
e−βu(θ) dθ/

∫
Rd

e−βu(θ) dθ, A ∈ B(Rd),

where β ∈ R+ is the ‘inverse temperature parameter’, B(Rd)
denotes the Borel sets of Rd and the function u : Rd → R+ is
continuously differentiable with h := ∇u .

Thus one considers the so-called (overdamped) Langevin stochas-
tic differential equation (SDE)

dLt = −h(Lt)dt +
√

2β−1dBt , (3)

where B is the standard Brownian motion in Rd . Under suit-
able assumptions on h, it can be shown that the target measure
(Gibbs measure) πβ(dθ) � exp(−βu(θ))dθ is the unique invariant
distribution of (3).

Sotirios Sabanis 14th MCM 2023 (Paris)



Introduction Langevin-based Algorithms THϵO POULA Experiments discontinuity

In particular, if one considers the following (linear) Langevin
SDE (which is known also as OU process)

dLt = −Ltdt +
√

2β−1dBt , (4)

one knows that its limiting distribution is N (0,1/β) with density

function proportional to e−β θ
2
2 . In other words, u(θ) = θ2

2 and
the (gradient) h(θ) = θ.
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This is also true in the non-convex u(θ) case, i.e. πβ concen-
trates around the minimizers of u for sufficiently large β, see

C.-R. Hwang.
Laplace’s method revisited: weak convergence of
probability measures. The Annals of Probability.
8(6):1177–1182, 1980.
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This will essentially take care of T2 in the expected excess risk
calculations

E
[
u
(
θλn

)]
−u⋆ = E

[
u
(
θλn

)]
− E [u (θ∞)]︸ ︷︷ ︸
T1

+E [u (θ∞)]− u⋆︸ ︷︷ ︸
T2

(5)

where u⋆ := infθ∈Rd u(θ).
Even, with a polynomial u one obtains

T2 ≤

d
2 log

(
Ke
A

(
B
d β + 1

))
+ log 2

β
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THE EXPLODING AND VANISHING GRADIENT ISSUES

R. Pascanu, T. Mikolov, and Y. Bengio. On the difficulty of
training recurrent neural networks. Proceedings of the 30th
International Conference on Machine Learning, 2013.

[6164 citations ] “There are two widely known issues with
properly training Recurrent Neural Networks, the vanishing
and the exploding gradient problems detailed in Bengio et al.
(1994).”
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First attempt: Introduction of ‘taming’ technology in stochas-
tic gradient (Langevin based) algorithms

Lovas, A., Lytras, I., Rásonyi, M. and Sabanis, S.: Taming
neural networks with TUSLA: Non-convex learning via
adaptive stochastic gradient Langevin algorithms. SIAM
Journal on Mathematics of Data Science 5(2):323-345
(2023).
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Back to

POLYGONAL UNADJUSTED LANGEVIN ALGORITHMS

Mathematically, it is described as follows: Given an i.i.d.
sequence of random variables {Xn}n≥0 of interest, which
typically represent available data, the algorithm follows

θλn+1 := θλn − λHλ(θ
λ
n ,Xn+1) +

√
2λβ−1ξn+1, (6)

where n ∈ N, θλ0 := θ0, θ0 is an Rd -valued random variable,
λ > 0 denotes the step size of the algorithm, β > 0 is the
so-called inverse temperature, (ξn)n∈N is an Rd -valued
Gaussian process with i.i.d. components and
Hλ : Rd × Rm → Rd satisfies the following three properties:
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1 For every λ > 0, there exist constants Kλ > 0 and ρ1 ≥ 0
such that

|Hλ(θ, x)| ≤ Kλ(1+ |x |)ρ1(1+ |θ|), ∀θ ∈ Rd and x ∈ Rm.

2 There exist constants γ ≥ 1/2, K2 > 0 and ρ2, ρ3 ≥ 0 such
that for all λ > 0,

|Hλ(θ, x)−H(θ, x)| ≤ λγK2(1+|x |)ρ2(1+|θ|)ρ3 , ∀θ ∈ Rd , x ∈ Rm,

where H is the (unbiased) stochastic gradient of the
objective function of the optimization problem.

3 There exist constants λmax and δ ∈ {1, 2} such that for any
λ ≤ λmax ,

lim inf
|θ|→∞

E
[
⟨ θ

|θ|δ
,Hλ(θ,X0)⟩ −

2λ
|θ|δ

|Hλ(θ,X0)|2
]
> 0.

Sotirios Sabanis 14th MCM 2023 (Paris)



Introduction Langevin-based Algorithms THϵO POULA Experiments discontinuity

N. Brosse, A. Durmus, É. Moulines, and S. Sabanis.
The tamed unadjusted Langevin algorithm. Stochastic
Processes and their Applications.
129(10):3638–3663, 2019.

Lovas, A., Lytras, I., Rásonyi, M. and Sabanis, S.: Taming
neural networks with TUSLA: Non-convex learning via
adaptive stochastic gradient Langevin algorithms. SIAM
Journal on Mathematics of Data Science 5(2):323-345
(2023)
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To address both the exploding and vanishing gradient issues
we introduce

TAMED HYBRID ε-ORDER POLYGONAL UNADJUSTED
LANGEVIN ALGORITHM

or, as an acronym, THεO POULA,

which has superior empirical performance (in given tasks
below) than popular adaptive optimizers such as AdaGrad,
RMSProp, Adam (with more than 140k citations!) and some of
its most popular variants.

Diederik P. Kingma and Jimmy Ba.
Adam: A Method for Stochastic Optimization.
arXiv:1412.6980 [ICLR (Poster) 2015]
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THEOPOULA (Daughter of God) vs ADAM (First Human)
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Let G : Rd × Rm → Rd be a measurable function such that
E[G(θ,Xn)] = h(θ), θ ∈ Rd , n ∈ N (unbiased estimator).

STOCHASTIC GRADIENT DESCENT (SGD):

θλ0 := θ0, θλn+1 := θλn − λG(θλn ,Xn+1), n ∈ N,

STOCHASTIC GRADIENT LANGEVIN DYNAMICS (SGLD):

θλ0 := θ0, θλn+1 := θλn −λG(θλn ,Xn+1)+
√

2λβ−1ξn+1, n ∈ N,

where appropriate scaled noise is added, i.e. {ξn}n≥1 is a
sequence of independent standard d-dimensional Gaussian
random variables.

TAMED UNADJUSTED STOCHASTIC LANGEVIN ALGORITHM
(TUSLA):

θλ0 := θ0, θλn+1 := θλn−λ
G(θλn ,Xn+1)

1 +
√
λ|θλn |2r

+
√

2λβ−1ξn+1, n ∈ N,
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A very recent advance in this direction (Euler-Krylov polygonal
schemes) produced a new algorithm THεO POULA (Tamed
Hybrid ϵ-Order POlygonal Unadjusted Langevin Algorithm), which
iterately updates as follows:

θλ0 := θ0, θλn+1 := θλn−λHλ(θ
λ
n ,Xn+1)+

√
2λβ−1ξn+1, n ∈ N,

(7)
where Hλ := (H(1)

λ (θ, x), · · · ,H(d)
λ (θ, x))T is given by

H(i)
λ (θ, x) =

G(i)(θ, x)
1 +

√
λ|G(i)(θ, x)|

(
1 +

√
λ

ϵ+ |G(i)(θ, x)|

)
+ η

θ(i)|θ|2r

1 +
√
λ|θ|2r

, (8)

and {ξn}n≥1 is a sequence of independent standard d-dimensional
Gaussian random variables.
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Taming and boosting functions
How to prevent the vanishing and exploding gradient problems?

taming function boosting function stepsize1

region 1 ≈ 1 amplify stepsize by up to
√
λ
ϵ ↑

region 2 proportional to G ≈ 1 ↓
Therefore, THεO POULA takes a desirable stepsize depending
on the size of the gradient.

Figure: An Illustration of the behavior of THεO POULA.

1stepsize := |∆θλn | = |θλn+1 − θλn |
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THϵO POULA vs ADAM
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Further results on more advanced architecture of neural nets
(e.g. deep convolutional networks):

VGG11, ResNet34 and DenseNet121 on CIFAR10.

THϵO POULA outperforms all aforementioned stochastic
optimizers including SGD (with momentum) and AdaBound.
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Image classification

Table: Test accuracy for VGG11, ResNet34 and DenseNet121 on
CIFAR 10 and CIFAR 100.

dataset CIFAR-10 CIFAR-100
model VGG ResNet DenseNet VGG ResNet DenseNet

THεO POULA† 92.30 95.43 95.66 70.31 77.60 79.90
(0.0231) (0.095) (0.066) (0.117) (0.144) (0.133)

AdaBelief 92.17 95.29 95.58 69.50 77.33 79.12
(0.035) (0.196) (0.095) (0.111) (0.172) (0.382)

Adam 90.79 93.11 93.21 67.30 73.02 74.03
(0.075) (0.184) (0.240) (0.137) (0.231) (0.334)

AdamP 91.68 95.18 95.17 69.41 76.14 77.58
(0.162) (0.116) (0.079) (0.297) (0.347) (0.091)

AdaBound 91.81 94.83 95.05 68.61 76.27 77.56
(0.272) (0.131) (0.176) (0.312) (0.256) (0.120)

AMSGrad 91.24 93.76 93.74 67.71 73.51 74.50
(0.115) (0.108) (0.236) (0.291) (0.692) (0.416)

RMSProp 90.82 93.06 92.89 65.45 71.79 71.75
(0.201) (0.120) (0.310) (0.394) (0.287) (0.632)

SGDM 90.73 94.61 94.46 67.78 77.16 78.95
(0.090) (0.280) (0.159) (0.320) (0.214) (0.312)
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Assumptions

Assumption 1

There exists positive constant L1, ρ and q ≥ 1 such that

|G(θ, x)− G(θ′, x)| ≤ L1(1 + |x |)ρ(1 + |θ|+ |θ′|)q−1|θ − θ′|.

for all x ∈ Rm and θ, θ′ ∈ Rd . Moreover, g(θ) := E[G(θ,X0)] and
h(θ) := E[H(θ,X0)] for every θ ∈ Rd .

Moreover, we impose conditions on the initial value θ0 and on
the data process (Xn)n∈N.

Assumption 2

The process (Xn)n∈N is a sequence of i.i.d. random variables
with E[X0]

16ρ(2r+1) <∞ where ρ is given in Assumption 1. In
addition, the initial condition is such that E[θ0]

16(2r+1) <∞.
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Expected excess risk result

E[u(θλn )]− u(θ∗) = E
[
u
(
θλn

)]
− E [u (θ∞)]︸ ︷︷ ︸
T1

+E [u (θ∞)]− u⋆︸ ︷︷ ︸
T2

≤ CW2(L(θλn ), πβ)︸ ︷︷ ︸
T1

+T2,
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Preliminary result

Proposition 1

([1]) Let Assumptions 1 and 2 hold. Then, for every θ, θ′ ∈ Rd ,

⟨θ − θ′, h(θ)− h(θ′)⟩ ≥ −a|θ − θ′|2,

where a = L1E[(1 + |X0|)ρ](1 + 2|R|)q−1 and R is given by

R = max

{(
23(q−1)+1L1E[(1 + |X0|)ρ]

η

) 1
2r−1

,

(
2qL1E[(1 + |X0|)ρ]

η

) 1
2r
}
.

For each m ≥ 1, define the Lyapunov function Vm by

Vm(θ) := (1 + |θ|2)
m
2 , θ ∈ Rd (9)

and similarly vm(x) = (1 + x2)
m
2 for any real x ≥ 0.
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Let T := 1/λ. Then, for any n ∈ N, there exists a unique integer
m such as n ∈ [mT , (m + 1)T ).

Theorem 1

Let Assumptions 1 and 2 hold. Then, there exist constants C1,
C2, C3, ĉ, ċ and z1 such that, for every 0 < λ ≤ λmax and n ∈ N,

W1

(
L
(
θλn

)
, πβ

)
≤
√
λ(z1 +

√
e3a(C1 + C2 + C3))

+ ĉe−ċm
[
1 + E [V2 (θ0)] +

∫
Rd

V2(θ)πβ(dθ)
]
,

where V2 is defined in (9) and a is defined in Proposition 1. The
explicit form of C1, C2, C3, ĉ, ċ and z1 are given in Table 2 (in
the article).
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Corollary 2

Let Assumptions 1 and 2 hold. Then, there exists a constant z2
such that, for every 0 < λ ≤ λmax and n ∈ N,

W2
(
L
(
θλn
)
, πβ
)
≤
√

e3a(C1 + C2 + C3)
√
λ+ z2λ

1
4

+

√
2ĉe−ċm

(
1 + E [V2 (θ0)] +

∫
Rd

V2(θ)πβ(dθ)
)
,

where V2 is defined in (9). The explicit form of z2 is given in
Table 2 (in the article).
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Theorem 3

Let Assumptions 1 and 2 hold and β ≥ 2
A . For any n ∈ N, the

expected excess risk of the n-th iterate of THεO POULA (7) is
upper bounded by

E[u(θλn )] − u(θ∗) ≤
( a1

l + 1

√
E|θ0|2l +

Al

η2
+

a1

l + 1

√
E|θ∞|2l + 2E[K (X0)]

)
W2(L(θλn , πβ ))

+
1

β

[ d

2
log

( eK

A

( Bβ

d
+ 1

))
− log

(
1 − e−(R0

√
Kβ−

√
d)2

)]

where l = 2r + 1, W2(L(θλn ), πβ) is given in Corollary 2 and a1,
K , Al , R0 are given in Table 2 (in the article).

Lim, D.-Y., and Sabanis, S.: Polygonal Unadjusted
Langevin Algorithms: Creating stable and efficient adaptive
algorithms for neural networks. Preprint, 2021.
arXiv:2105.13937
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Discontinuity

Let H : Rd × Rm → Rd be an unbiased estimator of h, i.e.,
h(θ) = E[H(θ,X0)], for all θ ∈ Rd , which takes the following
form: for all θ ∈ Rd , x ∈ Rm,

H(θ, x) := G(θ, x) + F (θ, x), (10)

where G = (G(1), . . . ,G(d)) : Rd×Rm → Rd and F = (F (1), . . . ,F (d)) :
Rd × Rm → Rd are Borel measurable functions.

Remark: We consider H taking the form of (10) with G contain-
ing discontinuities and F being locally Lipschitz continuous as
it is satisfied by a wide range of real-world applications includ-
ing quantile estimation, vector quantization, CVaR minimization,
and regularized optimization problems involving ReLU neural
networks.
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Algorithm We define

θλ0 := θ0, θλn+1 := θλn −λHλ(θ
λ
n ,Xn+1)+

√
2λβ−1ξn+1, n ∈ N0,

(11)
where λ > 0 is the stepsize, β > 0 is the inverse temperature
parameter, and where Hλ(θ, x) is defined, for all θ ∈ Rd , x ∈ Rm,
by

Hλ(θ, x) := Gλ(θ, x) + Fλ(θ, x), (12)

with Gλ(θ, x) = (G(1)
λ (θ, x), . . . ,G(d)

λ (θ, x))
and Fλ(θ, x) = (F (1)

λ (θ, x), . . . ,F (d)
λ (θ, x)) given by

G(i)
λ (θ, x) :=

G(i)(θ, x)
1 +

√
λ|G(i)(θ, x)|

(
1 +

√
λ

ε+ |G(i)(θ, x)|

)
,

F (i)
λ (θ, x) :=

F (i)(θ, x)
1 +

√
λ|θ|2r

,

(13)

for any i = 1, . . . ,d with fixed 0 < ε < 1, r > 0.
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Let q ∈ [1,∞) and ρ ∈ [1,∞) be fixed.
Note that G satisfies a “continuity in average” condition.

Assumption 3

There exists a constant LG > 0 such that, for all θ, θ̄ ∈ Rd ,

E[|G(θ,X0)− G(θ̄,X0)|] ≤ LG(1 + |θ|+ |θ̄|)q−1|θ − θ̄|.

In addition, there exists a constant KG > 1, such that for all
θ ∈ Rd , x ∈ Rm,

|G(θ, x)| ≤ KG(1 + |x |)ρ(1 + |θ|)q.
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Lim, D.-Y., Neufeld, A., Sabanis, S. and Zhang, Y.:
PLangevin dynamics based algorithm e-THϵO POULA for
stochastic optimization problems with discontinuous
stochastic gradient. Preprint, 2022. arXiv:2210.13193
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Thank you!
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