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An Example: ABC

@ Approximate Bayesian Computation is used when one cannot
evaluate the likelihood but can sample from it.
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An Example: ABC

@ Approximate Bayesian Computation is used when one cannot
evaluate the likelihood but can sample from it.

Algorithm

e Sample 6 ~ pr(-)
e Sample y ~ 7(+6)
o If dist(y,y*) < e then accept 6.
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An Example: ABC

@ Approximate Bayesian Computation is used when one cannot
evaluate the likelihood but can sample from it.

Algorithm

Sample 6 ~ pr(-)

Sample y ~ 7(-|0)

If dist(y,y*) < € then accept 6.

This draws samples from

Tasc(Oly*) = / P (8) Lue(yyy<c 7(v10)dy.
y
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An Example: ABC

@ Approximate Bayesian Computation is used when one cannot
evaluate the likelihood but can sample from it.

Algorithm

e Sample 6 ~ pr(-)
e Sample y ~ 7(+6)
o If dist(y,y*) < e then accept 6.

@ This draws samples from

Tasc(Oly*) = / P (8) Lue(yyy<c 7(v10)dy.
y

Tasc(0ly”) = / pr (8) K(dist(y,y")) w(y|6)dy
y
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Pseudo-marginal Metropolis Hastings [ARQ9]

@ When targeting m with Metropolis Hastings, given a current
state 6 we generate a 8’ ~ g(f,-) and the we accept or reject
this new state with probability

N ™
a(9,0)—m|n{l, -
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Pseudo-marginal Metropolis Hastings [ARQ9]

@ When targeting m with Metropolis Hastings, given a current
state 6 we generate a 8’ ~ g(f,-) and the we accept or reject
this new state with probability

N ™
a(9,0)—m|n{l, -

@ No access to 7(6), but we access to an unbiased estimator
7(0) for all 6 (i.e. for all 6, E[7(0)] = w(0)).
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Pseudo-marginal Metropolis Hastings [ARQ9]

@ When targeting m with Metropolis Hastings, given a current
state 6 we generate a 8’ ~ g(f,-) and the we accept or reject
this new state with probability

a(0,0) = min {1, T

@ No access to 7(6), but we access to an unbiased estimator
7(0) for all 6 (i.e. for all 6, E[7(0)] = w(0)).

e Given a current state 6 and a value of the estimator 7(6), we
generate a 6’ ~ q(0,-) and a random value of the estimator
7(0"). We accept or reject this new state 6" with probability

N 7(0)q(0’,0)
a(6,0") = min {177?@)(7(979/)}.
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Pseudo-marginal Metropolis Hastings [ARQ9]

@ When targeting m with Metropolis Hastings, given a current
state 6 we generate a 8’ ~ g(f,-) and the we accept or reject
this new state with probability

a(0,0) = min {1, T

@ No access to 7(6), but we access to an unbiased estimator
7(0) for all 6 (i.e. for all 6, E[7(0)] = w(0)).

e Given a current state 6 and a value of the estimator 7(6), we
generate a 6’ ~ q(0,-) and a random value of the estimator
7(0"). We accept or reject this new state 6" with probability

N 7(0)q(0’,0)
a(6,0") = min {177?@)(7(979/)}.

@ It works!
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Figure: Zig-Zag Targeting a 2 dimensional Normal with positive
correlations.
Run up to time 100
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The Zig-Zag Sampler

Algorithm (Zig-Zag Sampler [BFR19])

@ Start from point
(9, V) = (01, vy Ogi v, ., Vd) e RY x {—]., ].}d.
@ The process (O, V) moves according to the deterministic

dynamics:

d
{dt@t: v,tZO},@():H and
{Vt =V, t 2 O}

© Forallie€{1,...,d} consider a non-homogeneous Poisson
Process with intensity {m;(t) = X\i(©¢, v),t > 0}. Suppose
that the first arrival time is T;.

Q Let T=min{T;,i=1,...,d} and
Jj=argmin{T;,i=1,..,d}.

@ Set x = Xt and vj = —v;.

O Repeat from the first step.
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How to choose the rate \7

Proposition (Bierkens-Fearnhead-Roberts 2019 [BFR19])

If 1(d6, dv) = %exp (—U(8)} (d8, dv)

and consider a Zig-Zag process with rates
Ai(0,v) = max{0, v; - 9;U(0)} + ~i(0)

where v = (vi, ..., vy), O; the i-partial derivative and ~;
non-negative functions. The process has j as unique invariant
measure.

.
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o Target is

() = 7 1 /Q exp{— U(0, w)} p(w)dw.
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o Target is
() =7 - /Q exp{— U(0, w)} p(w)dw.

@ Joint Space

7(0,w) = Z "Lexp{—U(8,w)}p(w).
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o Target is

() = 7 1 /Q exp{— U(0, w)} p(w)dw.
@ Joint Space

7(0,w) = Z "Lexp{—U(8,w)}p(w).

o Keep w fixed and explore the target exp{—U(-,w)} with
Zig-Zag.
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o Target is
() = 7 1 / exp{— U(0, w)} p(w)dw.
Q
@ Joint Space
7(0,w) = Z L exp{— U(6,w) ().
o Keep w fixed and explore the target exp{—U(-,w)} with

Zig-Zag.

Add an extra refresh rate and when that clock rings update
W~ p.
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Pseudo-marginal Zig-Zag

e Assume we want to target
m(0) = Z71 [ exp{—U(8,w)}p(w)dw, where § € RY, w € Q.
o The state space is RY x Q x {—1,+1}9. When the process is
at (0,w, v), the O-component tends to move along the line
{0 + tv,t > 0}. The velocity v and the variable w remain
fixed.

@ We sample T the first arrival time of a non-homogeneous
Poisson process with rate
d
m(t) = Z Ai(0 + tv,w, v)

i=1
where

(0, w,v) = max{0,v; - 9;U(8,w)} + exp{U(8,w)} - a(h) - d 1.

TV
drift rate refresh rate ~y

Here a > 0 can be any function independent of w.
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Pseudo-marginal Zig-Zag

Algorithm (Continued)

@ We move the process parallel to v until it reaches
(0+ Tv,w,v). Set the new § =60+ Tv.

o With probability

max {0, v; - 9;U(f,w)}
ZZ:I Ak(f,w, v)

we flip the sign of the i coordinate of v.

o Or, with probability

exp{U(4,w)} - a(9)
i1 (6, w, v)

we draw a new w ~ p. We then start over from the second
bullet.

b
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Invariance

Proposition ((Everitt-V. 2023+))

The pseudo-marginal Zig-Zag with rates given as before has the
measure p(dx, dw, dv) = 2 exp{—U(0,w)}p(w)dx dw dv as
invariant.

G. Vasdekis Joint work with R. Everitt Pseudo-marginal Piecewise-Deterministic Monte Carlo.



Ergodicity

Proposition (Ergodicity of Pseudo-marginal Zig-Zag)

Assume that p(w) > 0 for all w. Assume that U € C3, and that for
all w,
lim U(f,w) =+o0
[16]] =00
and for some & the function U(-,&) has a non-degenerate local
minimum. Then the Pseudo-marginal Zig-Zag is ergodic, i.e. for
anyf cRY weQ,ve{-1,1}9,

t—o00

IPo.wv (O, 2, Vi) € ) — p(-)ll7v —— 0.
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Other type of Updates

@ Instead of access to w samples from p, one has access to
samples from a Kernel P(6,w, ) that leaves p invariant. Then
one can update the value of w according to this P.

@ All the previous results still hold.
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Other type of Updates

@ Instead of updating w according to p, if one has access to a
measure prer(6,-) on €, one can refresh

w ~ pref(ea )
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Other type of Updates

@ Instead of updating w according to p, if one has access to a
measure prer(6,-) on €, one can refresh

w pref(ea )

The refresh rate for this scheme should be

_ pref(97w)
M09) = o 0. @) pl)

for any function a > 0 not depending on w.
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Other type of Updates

@ Instead of updating w according to p, if one has access to a
measure prer(6,-) on €, one can refresh

w pref(ea )

The refresh rate for this scheme should be

_ pref(97w)
M09) = o 0. @) pl)

for any function a > 0 not depending on w.

@ If we have access to the conditional measure

Prer(60,) = w(0) = Zleexp{—uw, e

then (Gibb's Zig-Zag [SSLD22]) we can use it with refresh
rate
~v(0,w) = constant.
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Example 1, ABC

@ In Approximate Bayesian Computation (ABC), the target is

Tasc(Bly”) = /  PrOK(IF (0.2) = y*2)p(e)d

for some kernel function K, where we assume that for all 9,

f (0,w) ~ m(:|0), when w ~ p.
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Example 1, ABC

@ In Approximate Bayesian Computation (ABC), the target is

Tasc(Bly”) = /  PrOK(IF (0.2) = y*2)p(e)d

for some kernel function K, where we assume that for all 9,

f (0,w) ~ m(:|0), when w ~ p.

o If we have access to f and Vyf we can run Pseudo-marginal
Zig-Zag and target magc(-|y*).
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Example 1, ABC

@ In Approximate Bayesian Computation (ABC), the target is

Tasc(Bly”) = /  PrOK(IF (0.2) = y*2)p(e)d

for some kernel function K, where we assume that for all 9,

f (0,w) ~ m(:|0), when w ~ p.

o If we have access to f and Vyf we can run Pseudo-marginal
Zig-Zag and target magc(-|y*).

@ The rate of switching the direction from v; to —v; will be

max {0, v; - 9; (—log pr(0) — log K([|f (6,w) — y"[|2))}
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Example 1, ABC

@ In Approximate Bayesian Computation (ABC), the target is

Tasc(Bly”) = /  PrOK(IF (0.2) = y*2)p(e)d

for some kernel function K, where we assume that for all 9,

f (0,w) ~ m(:|0), when w ~ p.

o If we have access to f and Vyf we can run Pseudo-marginal
Zig-Zag and target magc(-|y*).

@ The rate of switching the direction from v; to —v; will be
max {0, vi - 9; (— log pr(8) — log K(|f (6,w) — y*|[2))}

and the rate to update w ~ p will be

1
R aCmErZ P
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Specific Kernels K

Exponential Kernel: K(s) = exp{—1s}.
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Specific Kernels K

Exponential Kernel: K(s) = exp{—1s}.
Then the rate of switching v; to —v; is

mo{os (-5 + £ (o= 0 0))

G. Vasdekis Joint work with R. Everitt Pseudo-marginal Piecewise-Deterministic Monte Carlo.



Specific Kernels K

Exponential Kernel: K(s) = exp{—1s}.
Then the rate of switching v; to —v; is

mo{os (-5 + £ (o= 0 0))

and the rate to update w

(60.0) = e { (17 (0.0) = 'l = IF (0.0) = 'll) | a0

a any function.
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Multiple w's

@ Instead of one w, we can use multiple w's:

magc(0]y”) Z/

WseWN

pr(6)K <

@ In the previous equations f (6,w) is replaced by
N
& ke f(8,wi)
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Simulations

Algorithm ESS/minute
MALA 971.1
PM-ZZ 858.3
PM-SUZZ(0) 1159.7

e Effective Sample size of Pseudo-marginal Zig-Zag (PM-ZZ)
and PM-Random Walk Metropolis (PM-RWM). N(0, /) prior
and the model is N(61, 602, (1 0.2;0.2 1)). Observed data
y* =[4 4] and e = 0.1. N = 10* switches of direction
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Example 2

e Model: y; ~ N(01+ 6>+ 303,1), i=1,..,n.
Prior: 61,60, ~ N(0,5) i.i.d.
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Example 2

e Model: y; ~ N(01+ 6>+ 303,1), i=1,..,n.
Prior: 61,60, ~ N(0,5) i.i.d.

@ Ifa=061+6>and b= 07 — 6> then a is much more
informative than b.
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Example 2

e Model: y; ~ N(01+ 6>+ 303,1), i=1,..,n.
Prior: 61,60, ~ N(0,5) i.i.d.

@ Ifa=061+6>and b= 07 — 6> then a is much more
informative than b.

@ Use Pseudo-marginal Zig-Zag, with b in the place of w. For
fixed b/w explore the informative a using Zig-Zag.
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Example 2

e Model: y; ~ N(01+ 6>+ 303,1), i=1,..,n.
Prior: 61,60, ~ N(0,5) i.i.d.

@ Ifa=061+6>and b= 07 — 6> then a is much more
informative than b.

@ Use Pseudo-marginal Zig-Zag, with b in the place of w. For
fixed b/w explore the informative a using Zig-Zag.

@ However, conditional posterior

n 2
mw(b|a) x exp {—;is}-exp {—Z <a+ 532 + gbz - gab —y,->

i=1
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Example 2

e Model: y; ~ N(01+ 6>+ 303,1), i=1,..,n.
Prior: 61,60, ~ N(0,5) i.i.d.

@ Ifa=061+6>and b= 07 — 6> then a is much more
informative than b.

@ Use Pseudo-marginal Zig-Zag, with b in the place of w. For
fixed b/w explore the informative a using Zig-Zag.

@ However, conditional posterior

n 2
mw(b|a) x exp {—;is}-exp {—Z <a+ 532 + gbz - gab —y,->

i=1

@ Instead one could update b ~ N(0,5).
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Trace Plot for a
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Trace Plot for b
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Pseudo-marginal Piecewise-Deterministic Monte Carlo.
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ESS

Algorithm ESS/minute
MALA 1972.0
PM-27 4296.1
Gibbs-ZZ 4132.9
PM-SUZZ(0) 4569.0

Gibbs-SUZZ(0)  4788.3

o Effective Sample size of MALA, Pseudo-marginal Zig-Zag
(PM-ZZ), Gibbs Zig-Zag, Pseudo-marginal Speed Up Zig-Zag
(PM-SUZZ), Random Walk Metropolis (RWM) and
Pseudo-marginal Speed Up Zig-Zag (PM-SUZZ), and Gibbs
Speed Up Zig-Zag (Gibbs-SUZZ) for Example 2.
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Thank you for your attention!
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